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Abstract
Fluorescence correlation spectroscopy (FCS) is a powerful tool to quantitatively study the diffusion of fluorescently labeled 
molecules. It allows in principle important questions of macromolecular transport and supramolecular aggregation in living 
cells to be addressed. However, the crowded environment inside the cells slows diffusion and limits the reservoir of labeled 
molecules, causing artifacts that arise especially from photobleaching and limit the utility of FCS in these applications. We 
present a method to compute the time correlation function from weighted photon arrival times, which compensates compu-
tationally during the data analysis for the effect of photobleaching. We demonstrate the performance of this method using 
numerical simulations and experimental data from model solutions. Using this technique, we obtain correlation functions in 
which the effect of photobleaching has been removed and in turn recover quantitatively accurate mean-square displacements 
of the fluorophores, especially when deviations from an ideal Gaussian excitation volume are accounted for by using a refer-
ence calibration correlation function. This allows quantitative FCS studies of transport processes in challenging environments 
with substantial photobleaching like in living cells in the future.

Keywords  Fluorescence correlation spectroscopy · Live-cell microscopy · Photobleaching · Cellular transport · Sub-
diffusion

Introduction

Fluorescence correlation spectroscopy (FCS) has, since 
its introduction in 1972, become a powerful tool to quan-
titatively study the diffusion of fluorescent molecules [1]. 
It owes its popularity in no small part to the fact that it is 
non-invasive and can be carried out on a standard confocal 
microscope, and is compatible with automated microscopy 
systems that are a staple of biomedical and pharmaceutical 
research.

The principle behind FCS is simple: As the molecules 
diffuse in and out of a small volume illuminated by a laser, 

the fluorescence intensity I(t) is recorded. From these traces, 
time correlation functions

are computed. For simple diffusion of a single species of 
molecules, the time autocorrelation of the fluorescence 
intensity has the functional form [2]

where A = ωz /ωxy is the aspect ratio of the excitation volume, 
given by the radial and axial half-widths ωxy and ωz of the 
excitation volume. τD is the average residence time of the 
molecules in the excitation volume. Fitting the experimen-
tally obtained autocorrelation function to Eq. (2) allows then 
the extraction of the diffusion coefficient D = ω2

xy / 4τD.
Traditionally FCS studies are carried out in aque-

ous solution, where diffusion is fast and a large reservoir 
of sample molecules is present. This typically minimizes 
adverse effects from photobleaching, as each fluorophore is 
illuminated only very briefly, and, if it is bleached, rapidly 
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replaced. With the growing accessibility and popularity of 
FCS, however, FCS is increasingly being used in systems 
where diffusion is slow or confined, like in living cells or 
complex fluids. Examples include inquiries into membrane 
structure and dynamics [3], intracellular protein diffusion 
[4–6], transcription factor binding to nuclear DNA [7], and 
the molecular basis for cell–cell interactions [8]. In these 
systems, diffusion is often slow, constrained, and perhaps 
sub-diffusive. Now the destruction of fluorophores through 
photobleaching becomes a significant concern, as a signifi-
cant fraction of the bleached molecules is no longer replen-
ished [9]. As a consequence, additional time constants are 
introduced into the dynamics of the system. While this fea-
ture has been exploited to study the photobleaching process 
itself [10], it is generally problematic because it distorts the 
autocorrelation functions and makes conventional quantita-
tive analysis fraught with errors, if not impossible.

In this article we present a method to compute the auto-
correlation function in a way that numerically compensates 
for the effects of photobleaching as part of the data anal-
ysis procedure. This method is based on constructing the 
autocorrelation function from pairs of arrival times of the 
photons, which are recorded during the measurement in a 
time-tagged mode, using an adaptation of the algorithm of 
Wahl et al. [11]. To account for photobleaching, we assign 
each photon pair in the computation a different weight that 
is determined by the arrival times, with late arriving photons 
being weighted more heavily than earlier ones. This com-
pensates for the loss of fluorophores to photobleaching. We 
test and validate this method with FCS photon arrival time 
data obtained from numerical simulations and fluorophores 
diffusing in glycerol solutions, and demonstrate that the 
thus obtained correlation functions are essentially identical 
to those that would have been obtained if the fluorophores 
were perfectly photostable.

We further use these corrected correlation functions to 
extract the mean-square displacement of the particles. We 
compare the customary method that relies on an analytical 
relationship between mean-square displacement and corre-
lation function for a Gaussian excitation volume with an 
empirical calibration that makes no assumption about the 
beam shape and obtain generally superior results especially 
for long time and length scales.

Computational

The starting point for the generation of simulated FCS pho-
ton arrival times is the computation of three-dimensional 
random walks for particles that cross the excitation volume 
of a laser beam. For this aim, we used the stochastic dif-
ferential equation simulator in the Financial Toolbox of 
MATLAB to simulate the trajectories of 100 particles over 

60 s with 1 µs time steps, using 12 CPU cores on a shared 
high-performance cluster computer. The pertinent equation 
of motion describing the Wiener process for the particle 
position X is

where ζ is the friction coefficient of the particle and dW 
a white-noise Brownian force acting on the particle. In 
our simulations, the friction coefficients ranged from 
ζ = 10− 11 kg s− 1 to ζ = 10− 8 kg s− 1, which corresponds 
to diffusion coefficients spanning the range from small mol-
ecules in water to the diffusion of genetic loci in E. coil [12], 
and membrane proteins in between [13].

Periodic boundary conditions were applied to these tra-
jectories to confine the particles to a 2 µm × 2 µm × 2 µm 
box to maintain a constant particle concentration in the 
simulation volume. The probability of exciting and detect-
ing a photon from a fluorophore i located at (x,y,z) is then 
modeled by a three-dimensional Gaussian probability dis-
tribution with the radial and axial half-widths ωxy = 250 nm 
and ωz = 1250 nm,

as shown in Fig. 1. Photon arrival times can then be gener-
ated by using a random number generator with a combined 
probability distribution p(t) =

∑
i p
�
xi(t), yi(t), zi(t)

�
 for all 

particles.
Photobleaching is implemented in this model by divid-

ing the particles into three distinct populations: those with 
a fast photobleaching rate kfast, those that bleach more 
slowly with a rate kslow, and those that are persistent and 
do not photobleach at all. For each particle in the first two 
groups we then assign a random cutoff time ci at which pho-
tobleaching occurs, using an exponential lifetime distribu-
tion pPB(t) = ae−kt with the appropriate fast or slow decay 
constant k. The probability of detecting a photon at time t 
is then

where H is the Heaviside step function. This results in a 
double-exponential decay of the number of fluorescent par-
ticles and hence the average intensity

in the simulation volume. Empirically the use of this double-
exponential decay with a baseline, or three populations of 
fluorophores, describes photobleaching in our experimental 
samples quite well. We then use the photon detection prob-
ability in Eq. (5) to randomly generate photon arrival times 
as they would be seen on a detector in an actual experiment. 
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For most of the simulations the average photon rate was set 
to 106 photons per second for all particles combined and 
before photobleaching.

Experimental

FCS data on dye solutions in glycerol as slowly diffusing 
model systems were collected using an ISS ALBA time-
resolved confocal microscope, with an IX-81 Olympus 
microscope body and a U-Plan S-APO 60X water immersion 
objective (1.2 NA, 0.28 mm working distance). A Fianium 
supercontinuum laser with an acousto-optical filter was used 
to generate picosecond-excitation pulses at a wavelength of 
630 nm at a repetition rate of 20 MHz. The laser power was 
varied to induce different amounts of photobleaching in the 
sample. Typically, we used 82.5 µW, 48.5 µW, or 14.3 µW 
of laser power entering the back aperture of the objective. 
Fluorescence was collected through a 50 µm pinhole and a 
700 ± 32 nm bandpass filter onto a low noise avalanche pho-
todiode. Arrival times were recorded in time-tagged mode 
for each photon.

Cy5 samples consisted of 10  µL 50  nM Cy5 dye 
(Thermo Fisher Scientific) solution in 90 µL of glycerol, or 
for comparison TBE buffer (pH 8.0). At room temperature, 

the glycerol solution has a dynamic viscosity [14] of 
η = 0.21 N s/m2, which is about 200x the viscosity of an 
aqueous solution and not unlike the viscosity encountered 
inside living cells. Laser-induced viscosity changes due to 
heating of the sample volume by absorption of the excita-
tion light were deemed negligible, as the dye solution has 
an absorption coefficient of at most 10 m− 1, which cor-
responds to a heating coefficient of 10 K/W of incident 
laser light [15].

Data acquisition and calibrations were done using 
VistaVision software. Beam parameters for the excitation 
volume were determined by taking FCS data for Cy5 in 
TBE buffer at 50 nM, 5 nM, 0.5 nM, and 50 pM concentra-
tions. The VistaVision software package allows a global 
simultaneous least-square fit to these curves, which in turn 
yields the beam parameters.

Data Analysis

Photobleaching Correction

The input for the photobleaching correction algorithm are 
the arrival times ti of every photon, as recorded by the FCS 
detector in time-tagged mode, or generated numerically in 
our simulations. The starting point for the photobleaching 
correction is to determine the overall extent of the pho-
tobleaching in our data. For this aim, the photon arrival 
data is binned into a histogram that provides the intensity 
as a function of time I(t), which is then fitted to the dou-
ble-exponential decay of Eq. (6), which in turn yields the 
amplitudes and time constants of the observed photobleach-
ing. The intensity autocorrelation function, however, is not 
calculated from this curve, but directly from the photon 
arrival times using a method based on an algorithm by Wahl 
et al. [11]. In this scheme the autocorrelation function is 
calculated as the number of all pairs of photons falling into 
a particular lag time interval τk. As the algorithm progresses 
to larger lag time intervals, time-scale coarsening is imple-
mented by combining multiple photons into one entry and 
giving them a weight wi that corresponds to the number 
of combined photons. This algorithm forms the basis for 
our correction method: To account for photobleaching we 
modify this scheme to assign each photon a starting weight 
wi = I−1

(
ti
)
 , instead of one, to compensate for missing 

photons from fluorophores that have already been lost to 
photobleaching. Time-scale coarsening proceeds as usual 
by adding the weights of all combined photons. With this 
modification, we obtain time correlation functions that 
reflect only the dynamics of the molecules themselves and 
no longer show the additional correlations that are intro-
duced by photobleaching.

Fig. 1   Simulation of FCS data. The trajectories of 100 freely dif-
fusing particles inside a box of 2 µm × 2 µm × 2 µm with periodic 
boundary conditions are computed. From these trajectories, the fluo-
rescence intensity for excitation and detection in a Gaussian confocal 
volume of 250 nm × 250 nm × 1250 nm is calculated. This intensity 
curve yields a probability distribution that represents photon excita-
tion, emission, and detection probability, which in turn is used to gen-
erate simulated photon arrival time data
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Mean‑Square Displacement Reconstruction

From the photobleaching-corrected autocorrelation function 
we then calculate the mean-square displacement 

⟨
Δr2(�)

⟩
 of 

the fluorophores. Generally, the normalized FCS autocorre-
lation function is related to the mean-square displacement by

where ωxy and ωz are the radial and axial half-widths of the 
Gaussian excitation volume. This, however, holds strictly 
only for normal diffusion. Kubečka et al. [16] have shown 
through simulations, though, that even in the case of labeled 
segments on a polymer in solution where diffusion is anoma-
lous over a wide range of time scales Eq. (7) is a very good 
approximation. For the present study, we are therefore using 
a numerical inversion of Eq. (7) generated from a lookup-
table to calculate mean-square displacements from the nor-
malized correlation functions.

A problem that we encounter with using Eq. (7) is that it 
assumes a perfect Gaussian beam profile. Deviations from 
the ideal beam shape will result in errors at long time scales 
when diffusing particles reach outlying areas of the excita-
tion volume. To account for this, we also implemented a 
scheme in which the mean-square displacement of the par-
ticles of interest is calculated from a calibration data set 
Gcal(τ) with dye molecules of known diffusion coefficient 
Dcal. The mean-square displacement of a particle can then be 
calculated from the measured correlation function G(τ) and 
a numerical inversion of the calibration function Gcal

−1 (τ):

Equation (8) no longer makes any assumptions about the 
shape of the excitation volume and can be used when there 
are significant distortions at longer time and length scales.

Results and Discussion

Three-dimensional trajectories for 100 particles diffusing 
freely inside a 2 µm × 2 µm × 2 µm box with a friction 
coefficient of ζ = 10− 8 kg s− 1, corresponding to a diffusion 
coefficient of 4·10− 13 m2 s− 1 were computationally gener-
ated. These trajectories were used to generate three sets 
of photon arrival times: the first for 6·107 photons without 
photobleaching, the other two with random truncations 
of the photon streams from the particles to simulate vari-
ous degrees of photobleaching. For weak photobleaching, 
bleaching rates of 0.33 and 0.033 s− 1 were assumed for 
a population of particles where 25% bleach rapidly, 25% 
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slowly, and the remaining half persist without ever bleach-
ing. For strong photobleaching we used the same rates, but 
population ratios of 45, 45, and 10%, respectively. Binning 
the photon arrival times yields the intensity as a function of 
time, as shown in Fig. 2a, together with double-exponential 
fits as per Eq. (6).

From the photon arrival times we used our algorithm as 
described above to directly compute the time autocorrela-
tion functions for all three data sets. As shown in Fig. 2b, 
photobleaching induces long time correlations into the data, 
making further quantitative analysis, such as attempts to 
determine diffusion coefficients from these raw correlation 
functions, difficult if not impossible. To obtain correlation 
functions that are untainted by the effects of photobleaching, 
we use our weighting algorithm described above to account 

Fig. 2   Correcting FCS autocorrelation functions for photobleach-
ing. a shows the fluorescence intensity as a function of time, together 
with bi-exponential fits, as computed from simulated photon arrival 
times with strong (blue), weak (green) and no photobleaching (black). 
b shows the time correlation functions that are computed from these 
photon arrival times with and without the photobleaching correction. 
After applying our correction algorithm, all curves are indistinguish-
able from the curve in the absence of photobleaching
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for the loss of fluorophores during the observation time. The 
weight of each photon was determined from the parameters 
of the double-exponential fits. The resultant corrected cor-
relation functions now fall virtually indistinguishably on 
the correlation function without photobleaching. This dem-
onstrates the power of our algorithm to almost completely 
remove artifacts related to photobleaching from the correla-
tion functions.

We then explored how well we can recover mean-square 
displacements from the correlation functions using a lookup-
table based numerical inversion of Eq. (7). For comparison, 
we also calculated the mean-square particle displacement 
directly from the particle trajectories. The results are shown 
in Fig. 3. For the larger particles with a friction coefficient 
ζ = 10− 8 kg s− 1 we recover their root-mean square displace-
ment with an accuracy of 15% for a range of absolute dis-
placements from 15 to 750 nm. For the smaller particles 
with ζ = 10− 10 kg s− 1, the accuracy is somewhat reduced: 
we recover the root-mean square displacement with an accu-
racy of about 35% for a range of 35 nm to 1 µm. We notice 
especially that the recovered mean-square displacement is 
reduced for short time scales for the small particles, which 
artificially gives the impression of slightly superdiffusive 
behavior with an exponent of ν = 1.19, even though the par-
ticles diffuse normally in the simulations.

To demonstrate the utility of our approach in an actual 
experimental system, we looked at the diffusion of Cy5 dye 
molecules in glycerol solution. The increased viscosity of 
the glycerol solution slows the dye diffusion about 200-fold 
compared to aqueous solution and, as a result, increases the 
residence time of the molecules in the excitation volume 
of the laser to the point where photobleaching becomes a 

noticeable problem. This mimics the situation inside a cell, 
where diffusion is generally constrained and slowed by the 
surrounding crowded environment. Unlike in the simula-
tions, we are unable to turn photobleaching off in the real 
experimental system. We can, however, reduce the intensity 
of the excitation laser substantially to reduce its effect; this 
comes, however, at the price of a reduced signal, making the 
data overall noisier.

Figure 4 shows the data for different excitation intensi-
ties. For 82.5 µW of laser power going into the objective, 
photobleaching is quite pronounced, whereas it is almost 
non-existent at 14.3 µW. When we calculate autocorrela-
tion functions from the raw, uncorrected data, the curves 
depend very significantly on the excitation intensity. This 
effect is solely attributable to photophysical processes like 
photobleaching, as the underlying diffusive motion does 
not change. When we employ our correction algorithm and 

Fig. 3   Mean-square displacement of the particles for two differ-
ent friction coefficients. The dotted lines show the displacements as 
calculated directly from the particle trajectories, and the solid lines 
the mean-square displacements that are recovered from the correla-
tion functions of the photon streams through numerical inversion of 
Eq. (7). Fits to power laws are indicated as dashed lines

Fig. 4   Correcting experimental data from Cy5 diffusing in glycerol 
solution for photobleaching. a shows the fluorescence intensity as a 
function of time, together with bi-exponential fits, for various excita-
tion intensities photobleaching, leading to different amounts of pho-
tobleaching. b shows the time correlation functions that are computed 
from these photon arrival times with and without the photobleaching 
correction. After applying the correction algorithm, all curves align
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weigh the photons according to their arrival time with the 
weighting function determined from bi-exponential fits to 
the intensity, all curves collapse onto a single curve that 
is very close to the uncorrected autocorrelation function at 
the lowest intensity, where photobleaching is almost absent.

The quality of the data is sufficient to further reconstruct 
mean-square displacements from the autocorrelation func-
tions using the analytical expression of Eq. (7). The result 
is shown in Fig. 5a. We note that we obtain essentially 
identical mean-square displacement reconstructions for 
all data sets taken at different intensities, even though the 
raw, uncorrected correlation functions were rather different. 
This illustrates how correcting for photobleaching makes 
even seemingly unusable data suitable for further consist-
ent, quantitative analysis. The mean-square displacement 
data appears meaningful for times between 1 and 300 ms, 

corresponding to a range of absolute displacements between 
80 and 250 nm.

From this, we calculate for short time scales around 1 ms 
a diffusion coefficient of 7·10− 12 m2 s− 1, which is indis-
tinguishable from the expected diffusion coefficient that 
is calculated from the estimated viscosity of the glycerol 
solution at room temperature and the diffusion coefficient 
of Cy5 in water. We also find that the motion appears to 
be somewhat subdiffusive following a power law with an 
exponent of ν = 0.77. Since this behavior was not observed 
in our simulations, where the recovered motion was always 
diffusive, if not slightly super-diffusive, we ascribe it to an 
experimental artifact, most likely deviations of the actual 
beam profile from a pure Gaussian.

To account for the larger than expected contributions to 
the signal from far-out molecules in the case of a non-Gauss-
ian beam, we used directly the calibration correlation func-
tions that were collected with Cy5 in aqueous solution to 
compute the mean-square displacement according to Eq. (8). 
The results are shown in Fig. 5b. The mean-square displace-
ments as a function of time are now generally indistinguish-
able from normal diffusion, although at the expense of some 
minor distortions and added noise at short time scales.

Conclusions

In conclusion, we have demonstrated that fluorescence cor-
relation spectroscopy can be used quantitatively even in 
slowly diffusing systems that are subject to considerable 
photobleaching. Photobleaching-induced artifacts in the cor-
relation functions can be removed numerically during the 
data analysis process by calculating the correlation functions 
from the arrival times of the photons, where each photon 
is assigned a proper weight to compensate for already lost 
fluorophores. The corrected correlation functions can then 
be used to calculate the mean-square displacements of the 
particles. To overcome artifacts from imperfections in the 
excitation beam at larger time scales, it may be advantageous 
to use a direct calibration based on a reference correlation 
function with a known diffusion coefficient instead of the 
usual analytical process. With these considerations in the 
data analysis process, quantitative data can be obtained even 
in challenging samples, opening up new applications in com-
plex fluids and live cells.
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Fig. 5   Mean-square displacement of Cy5 in glycerol solution, as cal-
culated from an inversion of Eq.  (7) in (a) and from a lookup table 
from a calibration run according to Eq.  (8) in (b). The solid lines 
show the mean-square displacements that are recovered from the 
correlation functions after correction for photobleaching. A fit to a 
generic power law is indicated by the dashed red line, the red solid 
line shows the expected mean-square displacement of the dye assum-
ing normal diffusion and a viscosity 200x higher than water
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